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APPENDIX

Here we first explain how we computed similarity between
various attribute values (e.g., names and photos) of accounts
and then describe the procedure we used to determine when
two attribute values (e.g., two names or two photos) are
“similar enough” to be deemed to represent the same entity.

A. SIMILARITY METRICS
Name similarity Previous work in the record linkage com-
munity showed that the Jaro string distance is the most
suitable metric to compare similarity between names both
in the offline and online worlds [7, 23]. So we use the Jaro
distance to measure the similarity between user-names and
screen-names.

Photo similarity Estimating photo similarity is tricky as
the same photo can come in different formats. To mea-
sure the similarity of two photos while accounting for image
transformations, we use two matching techniques: (i) per-
ceptual hashing, a technique originally invented for identify-
ing illegal copies of copyrighted content that works by reduc-

ing the image to a transformation-resilient “fingerprint” con-
taining its salient characteristics [24] and (ii) SIFT, a size
invariant algorithm that detects local features in an image
and checks if two images are similar by counting the number
of local features that match between two images [18]. We
use two different algorithms for robustness. The perceptual
hashing technique does not cope well with some images that
are resized, while the SIFT algorithm does not cope well
with computer generated images.

Location similarity For all profiles, we have the textual
representations of the location, like the name of a city. Since
social networks use different formats for this information,
a simple textual comparison will be inaccurate. Instead,
we convert the location to latitude/longitude coordinates
by submitting them to the Bing API [1]. We then compute
the similarity between two locations as the actual geodesic
distance between the corresponding coordinates.

Bio similarity The similarity metric is simply the num-
ber of common words between the bios of two profiles after
removing certain frequently used stop words (as is typically
done in text retrieval applications). As the set of stop words,
we use a popular corpus available for several languages [8].

B. SIMILARITY THRESHOLDS
Clearly the more similar two values of an attribute, the
greater the chance that they refer to the same entity, be it a
user-name or photo or location. To determine the threshold
similarity beyond which two attribute values should be con-
sidered as representing the same entity, we rely on human
annotators. Specifically, we attempt to determine when two
attribute values are similar enough for humans to believe
they represent the same entity.

We gathered human input by asking Amazon Mechanical
Turk (AMT) users to evaluate whether pairs of attribute
values represent the same entity or not. We randomly select
200 pairs of profiles and asked AMT users to annotate which
attribute values represent the same entity and which do not.
We followed the standard guidelines for gathering data from
AMT workers [2].

For each attribute, we leverage the AMT experiments to
select the similarity thresholds to declare two values as rep-
resenting the same entity. Specifically, we select similarity
thresholds, such that more than 90% of values that repre-
sent the same entity (as identified by AMT workers) and less
than 10% of the values that represent different entities (as
identified by AMT workers) have higher similarities. Conse-
quently, we determine that two user-names or screen-names
represent the same name if they have a similarity higher
than 0.79, and 0.82 respectively. Two locations represent
the same place if they are less than 70km apart. Two photos
represent the same image if their SIFT similarity is higher
than 0.11 and two bios describe the same user if they have
more than 3 words in common.
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