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ABSTRACT
Designing high throughput wireless mesh networks involves
solving interrelated scheduling, routing, and interference prob-
lems. In this paper, we exploit the broadcast properties and
the path diversity of wireless meshes to implement an ef-
ficient multipath routing protocol, Multipath Code Casting
(MC2).

In contrast to prior work in opportunistic routing, which
required strong coordination across nodes to prevent infor-
mation repetition, our design is based on network coding and
does not require node coordination. Moreover, it provides
a unified framework to deal with data transmissions across
multiple and, often, unreliable transmission paths. Our de-
sign also includes a novel rate-scheduling algorithm that guar-
antees (proportionally) fair allocation of resources across mul-
tiple (multipath) flows, ensures that data use the paths with
the best performance, and prevents information overflow by
controlling the data rate across each path. Using simula-
tions and a prototype implementation, we show that our al-
gorithms provide over 30% performance improvement com-
pared to traditional singlepath approaches when applied to
realistic and other exemplar topologies; in some scenarios,
our approach can even double the throughput. Our approach
also performs better than 20% compared to other multipath
routing schemes.

1. INTRODUCTION
Wireless mesh networks offer a way of creating low-
cost and efficient networking with little or no infras-
tructure support. They have applications in diverse
settings, ranging from enabling the wireless office to
disaster-relief. Yet the inherent variability of the wire-
less medium, and the interdependent scheduling, rout-
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ing, and interference problems, make the design of mesh
networks that perform well a timely challenge.

A characteristic of wireless mesh networks is the large
number of paths that typically connect a source to a
destination node. It is natural to expect that using mul-
tiple paths could improve the performance of the net-
work. However, forwarding data across multiple paths
opens the door for new unfairness and congestion con-
trol issues. While joint multipath routing and conges-
tion control have been explored in wireline networks,
little has been said for wireless networks. In addition,
wireless mesh networks are also broadcast and dynamic:
(a) a transmission may be received by multiple nodes,
and (b) the subset of receiving nodes may change fre-
quently. Biswall et al. proposed opportunistic routing
to take advantage of the broadcast and dynamic nature
of wireless mesh networks [3]. However, opportunis-
tic routing requires strong coordination between inter-
mediate nodes; otherwise, intermediate nodes may re-
ceive and forward the same packets wasting wireless
resources.

In this paper we propose Multipath Code Casting
(MC2), a new approach to opportunistic forwarding.
The key idea is the use of network coding at interme-
diate forwarders, combined with a novel rate and con-
gestion control algorithm. Intermediate nodes forward
random linear combinations of the packets they receive,
and use a credit-based scheme to ensure that multiple
paths can be fairly and efficiently used in parallel, to
deliver linearly independent information to the desti-
nation without the need for strong node coordination.

Figure 1(a) illustrates the potential of our system. In
this figure there are two paths connecting source 1 to
destination 4. Assume that the combined capacity of
the intermediate paths (i.e., r23 and r56) is equal to that
joining node 1 to nodes 2 and 3. Our goal is to guar-
antee an average rate r = r23 + r56 for the connec-
tion 1 → 2. Assume that source S broadcasts pack-
ets at rate ≤ r. Nodes 2 and 3 will receive potentially
overlapping subsets of those packets. If nodes 2 and
3 simply forward the packets they receive, many re-
dundant packets will be sent, and nodes need to coor-



dinate to prevent that. However, using network cod-
ing at each intermediate forwarding node (e.g., 2, 3,
5, and 6), one can achieve a rate of r at the destina-
tion by simply collecting enough linearly independent
combinations, produced as combinations of previously
received packets, and then decoding.

The motivational example of Figure 1(a) is simplistic
in the sense that we have suppressed issues that relate
to the reliability of the wireless links. For example, we
have not described how to guarantee that the destina-
tion receives enough independent packets to be able
to decode the original information. We address such
issues in this paper, and specifically focus on how to
chose the rate of packets on each route ri to maximize
throughput while ensuring fairness, and how to deal
with retransmissions.
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Figure 1: Simple topologies that demonstrate the benefit of
using multiple paths and network coding. In the hexagon
topology assume that the bottleneck links are the ones con-
necting the intermediate nodes 2 and 3, and 5 and 6. In the di-
amond topology, network coding eases the scheduling of the
transmissions of the intermediate nodes 2 and 3, and elimi-
nates the transmission of duplicate packets.

The main contributions of this paper are:
•Opportunistic forwarding using network coding: Due
to the nature of the wireless medium, packet transmis-
sions may be received by multiple nodes. To avoid the
problem of coordinating which node forwards which
packet, we use per-flow network coding at the inter-
mediate forwarding nodes. As a result, we reduce the
coordination cost, we eliminate redundant retransmis-
sions, and we achieve a system that scales well for large
networks. Network coding provides a unifying frame-
work for multipath and opportunistic routing in wire-
less mesh networks.

• Multipath rate/congestion control and fairness: We
present a novel framework for multipath congestion
control and rate allocation across paths. Our algorithm
ensures optimal traffic allocation across paths, direct-
ing load to those paths that can benefit the most at any
time without saturating the network or being unfair
to other flows. By controlling the rate at which en-
coded packets are broadcast, we show how it is possi-
ble to direct traffic to appropriate parts of the network
and demonstrate how to achieve proportional fairness
(log utility [14]) by implementing a form of maximal
scheduling in a distributed manner [6].

• We evaluate our ideas using simulations under sim-
ple intuitive scenarios and a realistic 38-node topology
from Roofnet [24]. Our simulations demonstrate gains
of more than 30% on average, and more than 100% in
some cases. We also implement a prototype as a proof
of concept. It is built on top of Virtual Ring Routing
(VRR) [4]. Small-scale experiments confirm the perfor-
mance gains and demonstrate the practicality and fea-
sibility of using network coding in wireless mesh net-
works with general random linear codes, as opposed
to simple XORs.

2. MOTIVATION AND EXAMPLES
We now study two illustrative examples (Figure 1) that
motivate the multipath network coding approach. We
first look at a diamond topology and compare single
path routing with multipath routing with and with-
out network coding. We then discuss a network with
hexagonal topology, which carries traffic from two flows;
this example allows us to introduce issues related to
faireness.

2.1 Throughput Benefits
Consider the simple 4-node, 2-hop network shown in
Figure 1(b), where node 1 is the source, 4 the desti-
nation, and 2 and 3 are relay nodes. Suppose further
that node 1 can broadcast to nodes 2 and 3, but that
nodes 1 and 4 can not communicate with each other.
Our objective is to maximize the information flow f
between source and destination, subject to the network
constraints. Flow f is interpreted as the throughput, in
say unique packets received per unit time.

Specifically, we may assume that source generates
fresh packets at a certain rate. These packets are trans-
mitted over the network, network encoded at relays,
and eventually received by the destination. The re-
ceived flow rate is the rate at which packets of the source
stream can be reconstructed. The routing problem needs
to decide which route packets should take: e.g. how
many should be sent via node 2 and how many via
node 3. The scheduling problem determines which packet
should be delivered by which node.



Let αi denote the fraction of time node i is active,
hence ∑i αi = 1. Note that this constraint is imposed
due to a specific topology of Figure 1(b) where all links
mutually interfere; the corresponding constraints would
be more complex in a general case. Suppose that nodes
broadcast packets at the same rate of 1 packet per time
unit, and that packets broadcasted by i are success-
fully received by j with probability pij. We assume that
the pij’s are independent. Here 1 − pij is the erasure
probability, and incorporates the effects of the physical
(PHY) layer, interference, and MAC retransmissions.
To ease the description, we set p12 = p13 = p and
p24 = p34 = q.

We will use a model similar to the one in [19] to
characterize the capacity region of a network with net-
work coding. Define ri J for a set J to be the informa-
tion rate on links i J , that is the rate at which linearly-
independent packets from i are received (and may be
forwarded) by the nodes in the set J, where J is the set
of nodes that can receive information from i.

The ri J can be interpreted as the carried flow rate.
Under our assumptions of independent erasure prob-
abilities, we have

ri{J} ≤ αi

1− ∏
j∈{J}

(1− pij)

 . (1)

(Clearly r1i ≤ α1 p and ri4 ≤ αiq for i = 2, 3.) We now
develop analytical formulations for different routing
and scheduling policies:

Multipath routing with Network Coding: Since the
broadcasts from node 1 may be received by nodes 2
and 3, the union bound (1) gives the constraint

r1,{2,3} ≤ α1

(
1− (1− p)2

)
= α1 pb. (2)

where pb
def= 1 − (1 − p)2 is the probability at least

one broadcast packet reaches a relay node. The opti-
mal flow has to satisfy f ≤ r1,{2,3}, f ≤ r24 + r34, and
with the constraints r1,{2,3} ≤ r12 + r13, r1i ≤ ri4 it is
straightforward to show that the unique solution is

fnc =
pbq

pb + q
, α1 =

q
pb + q

. (3)

Uniqueness follows since we are effectively solving a
linear program — given that the p’s are assumed fixed,
we have a linear objective function maximized over
linear constraints, solving for non-negative variables
(the αi and rij).

Networking coding is implicit in this solution. The
solution assumes that the transmissions from relay nodes
2 and 3 are of interest to node 4 (i.e. no duplicate trans-
missions). Indeed, either directly or by adapting the re-
sults of [19] we can show that a random linear coding
scheme can get arbitrarily close to this rate with arbi-
trarily small error probability. The result assumes that

nodes 2 and 3 encode using a sufficiently large num-
ber of packets (i.e. they have to receive many packets
from 1 before they start transmitting), and the encod-
ing operations happen over a sufficiently large arith-
metic field.

Eq.3 generalizes to n relay nodes instead of 2; again
we assume that all relay nodes interfere and, hence,
only one node may transmit at a time. Let 1 be the
source, n + 2 the destination, and {2, · · · , n + 1} relays,
with p1,n+2 = 0, p = p1i, q = pi,n+2 and pb = 1 −
(1− p)n. A rate constraint between the source and the
relays is fnc ≤ α1 pb and a rate constraint between the
relays and the destination is (1− α1)q. From there we
readily obtain the maximal average end-to-end rate

fnc =
pbq

pb + q
. (4)

Naïve multipath routing: Without network coding
and without coordination, intermediate relay nodes just
relay received packets. Hence, duplicate packets may
be received by the destination, and we have to sub-
tract the ‘double-counted’ packets. As before, r1,{2,3}
is given from the bound (2), however we need to dis-
count the duplicate packets. Since there are α1 p2 dupli-
cate packets on average, the aggregate rate at the des-
tination is bounded above by (1− α1)q − α1 p2. In this
case, the (unique) maximum rate is given by

fmp =
pbq

q + 2p
, α1 =

q
q + 2p

(5)

The equation generalizes when there are n relays, the
average rate of duplicated packets is α1(np − pb), the
rate constraint on the second cut is (1− α1)q− α1(np−
pb), hence the maximal average end-to-end rate is

fmp =
pbq

q + np
. (6)

Note that we have fmp ≤ fnc.
Fixed Routing: With fixed routing, we can only use

one path. In this case f f r = pq
p+q with α1 = p

p+q .
Even in this simple scenario, we get a benefit from

multipath routing ( fnc > f f r) provided the links to the
relays are not lossless (p < 1). The improvement ra-
tio fnc/ f f r = pb(p + q)/p(pb + q) increases with n,
the number of relay nodes, and q, and decreases as p
increases— i.e., the less reliable the broadcast links, the
bigger the gain. Indeed, with q = 1 and small p (very
unreliable broadcast links) the ratio is n + O(p), which
illustrates the potential benefits. The gain is bounded
above by 1/2p + 1/2.

Comparison: The benefit of multi-path over single-
path routing for various values of p and the number of
relays is shown Figure 2, where the relative through-
put ( fnc/ f f r) is plotted. As expected, we see that the
benefit is maximal when the first hop is unreliable (p
small), the second hop is reliable (q large), and the num-
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Figure 2: Relative performance improvement using multi-
path coding over single-path and naïve multipath routing
(q = 0.8).

ber of path is large. However, in most cases we can
expect over 20% improvement, even in such a simple
network.

This example is not particularly favorable to multi-
path routing: in a general network, fixed routing may
not choose the best single path route, as it does in this
example.

Figure 2 also shows the advantage of using network
coding over naïve multipath routing. Network coding
always makes transmissions more efficient by elimi-
nating the redundancy, especially when the number of
paths is large.

2.2 Fairness and scheduling
The previous example assumes knowing the erasure
probabilities, hence the optimal schedule and routing
can be simply determined. In practice such probabili-
ties are unknown and variable, and later we show how
to construct a scheduling and forwarding protocol that
implicitly estimates these.

Let us now consider the hexagon network, shown
in Figure 1 and assume 2 and 3 do not interfere with
nodes 5 and 6, hence links 2-3 and 5-6 can transmit in
parallel.

Suppose now we have an additional flow that uses
link 5-6, then how should we be fair to such a flow? If
we associate a utility function with a flow, U( f ) then
seeking to maximize ∑ f U( f ) for a given network is
equivalent to using a fairness criterion. For example,
setting U( f ) = log f give proportional fairness [14],
and putting U( f ) = −1/ f gives TCP style fairness.
In fact the optimization framework used above carries
through if we use concave utility functions U, and we
can again show that a unique solution to the schedul-
ing and routing problem exists. Later, we will pro-
pose a new algorithm to implement fairness by allow-
ing nodes to generate credits according to rates derived
from a utility function.

3. SYSTEM DESIGN
MC2 is designed as an extension on the forwarding
path between the data link layer and the network layer.
Our system strives to (a) guarantee packet delivery from
source to destination with low overhead, (b) efficiently
use the systems resources to achieve maximum through-
put, and (c) ensure fairness among competing flows.
These goals lead to the following system components:
Multipath forwarding, packet coding and decoding, er-
ror control and rate control. We discuss them in detail
in this section. Given the space constraint, we have
omitted some implementation details (see also [23]).

3.1 Multipath forwarding
We rely on the underlying routing protocol to find a set
of static paths, and dynamically select the actual paths
to use. Ideally, our objective is to select a set of paths
that collectively give the best performance; in practice
we fix a limit on the number of paths, say k, and pick
the best k paths. Note, however, that we do not re-
quire disjoint paths. that we are only concerned with
the next hop for a node on each path, so end-to-end
disjointness of paths is not necessary. We expect that
the typical number of possible next hops per nodes is
between 2 and 4. The convention notion of ‘path’ is
only used for illustration. The paths are chosen based
on their quality, and we study the effects of the number
of paths used with simulations (Section 4.1). Deliver-
ing packets to multiple next hops is easily achieved by
exploiting the broadcast medium.

3.2 Packet encoding and decoding
MC2 employs random linear codes [17], which are shown
to be sufficient for typical network coding scenarios.
The source and relay nodes generate network encoded
packets using the original packets or other encoded
packets; the destination collects encoded packets and,
after receiving a sufficient number of them, recovers
the original information by a process called decoding.

A packet of L bytes b0b1b2 . . . bL, is viewed as an al-
gebraic vector (b0, b1, . . . , bL)T , where each bi is treated
as an element in a Galois Field. Assume n original
packets, original packet i is represented as

~bi = [I1=i, I2=i, . . . , In=i, bi1, bi2, . . . , biL]T

where bik are the bytes of the original packet, and Ij=i
are indicator functions, such that Ij=i = 1 iff i = j,
and 0 otherwise; the indicator functions identify the
position of the packet in the stream of n packets. The
first n entries of the vector, which contain the indicator
functions, are collectively called the coefficient vector.

Generating a new encoded packet Bnew using k pack-
ets B1, . . . , Bk is equivalent to computing the linear com-
bination:

Bnew = α1 · B1 + . . . + αk · Bk .



All operations are performed in the base arithmetic field.
The packets Bi can be either original packets (bi’s), or
other encoded packets. Observe that the coefficient
vector (i.e. the first elements of the new packet) de-
scribes the encoding of the new packet as a linear com-
bination of the n original packets. Multiple linearly
independent combinations can be generated from the
same packets in a decentralized fashion, with high prob-
ability, by drawing random coefficients from the field [7,
11]; this is a highly desired feature since it implies that
the nodes can make coding decisions independently.

Decoding resembles solving a system of linear equa-
tions. The destination needs to collect n linearly inde-
pendent packets. Using the coefficient vectors in each
of them, it can determine how to transform the (en-
coded) packets to reconstruct the original packets.

Our base arithmetic field is a Galois Field GF(28)
containing 256 elements. This field size is large enough
to guarantee good diversity, for networks of a few hun-
dred nodes, and yet is small enough to allow efficient
encoding and decoding operations.

We apply the above coding scheme to packets flow-
ing between the same source and destination pair in
the wireless mesh networks. These packets could be
from different upper layer traffic. Furthermore, pack-
ets are divided into generations of 32 consecutive pack-
ets each, and only those in the same generation are
coded together. Coding per generation has multiple
practical advantages such as limiting the overhead of
decoding, and reducing the state at the intermediate
nodes.

For simulations we assume packets are of the same
size, while our prototype implementation pads short
packets to ensure this. For convenience we insert the
length of the original packets in the beginning of their
payloads (hence, the length becomes part of the pay-
load). The length can be retrieved after successful de-
coding.

Decoding is performed at the destination as new pack-
ets arrive. In the worst case, the entire generation will
be decoded when (re)transmissions for the generation
complete. Decoded packets are delivered to the upper
layer according to their initial ordering.

For efficiency, relays and the destination check for
and drop linearly dependent incoming packets.

3.3 Error control
To recover original packets, it is necessary and suffi-
cient for the destination to receive the same number
of linear combinations as the number of original pack-
ets in the generation. Our system includes two mech-
anisms to ensure this, hop-by-hop local recovery and
end-to-end retransmissions.

Local recovery is achieved by processing acknowl-
edgments. Acknowledgments can be passive, by over-

hearing next hop transmissions, or active, by piggy-
backing acknowledgments in packets flowing in the
inverse direction. A source can determine from a pas-
sive acknowledgment: (a) if each next hop has received
enough packets (the number of packets is determined
through credit exchange, as explained in Section 3.4),
and (b) if all packets have been received by at least
one next-hop. For (b), note that packet IDs are readily
available in the coding header of the overheard packet.
If either is not met, the sender generates and broad-
casts new packets. The local recovery mechanism is
included because the broadcast mode of 802.11 does
not include reliability provisions.

Local recovery is not enough to protect against node
failures, and other failures that disconnect the network.
Therefore, end-to-end recovery is also necessary. How-
ever, end-to-end recovery is expensive and should be
infrequent. We employ a pseudo end-to-end scheme.
On a timeout, the destination unicasts a request for more
combinations of a given generation toward the source
for the given generation. By unicast, we mean the 802.11
unicast mode, which includes MAC-level acknowledg-
ments and retransmissions. The request will be inter-
cepted by any relay that has all the packets of the gen-
eration (or, the source in the worst case); in that case
the relay (or, the source) will generate retransmissions.
Relays that do not have enough packets forward the
request.

The end-to-end scheme cannot detect the loss of all
packets from the last generation. This event should be
infrequent. We rely on upper layer protocols to deal
with such events.

In both recovery mechanisms, retransmissions involve
generating new linear combinations of all packets that
are available in the node that produces the retransmis-
sion. As a result, the retransmitting node does not need
to know which packet is missing (as in the case of not
using network coding); as a result network coding sim-
plifies the design of the retransmission mechanism.

3.4 Rate Control
One of the main challenges faced by a multipath rout-
ing scheme is to decide how to split the rates among
the multiple paths. This rate control algorithm must
adapt quickly to varying link qualities, congestion sig-
nals from different paths, and packet losses. Rate con-
trol is also needed to prevent forwarders from produc-
ing more information than they received. This could
create an information overflow with many linearly de-
pendent packets flowing over the mesh across differ-
ent paths. Rate control should also allocate network
resources fairly among competing flows.

A simple approach is for the source to decide the rate
on each path. This is inefficient, however, since there
might be a large delay in sending feedback from a bro-



ken or congested link to the source. Instead, we opt
for a distributed approach, where each node decides
which next hops to send each packet to.

Our distributed rate control algorithm is based on
the ideas from [18, 25], and, in addition, addresses two
issues unique in our system. First, the broadcast na-
ture of the transmissions means that, when a relay for-
wards a packet, there are several possible next hops
for a packet, and the relay does not know in advance
which next hop will actually receive the packet. Sec-
ond, in our case every packet is a linear combination
of the packets that were available to the sender. There-
fore, it is not even necessary for the relay to know pre-
cisely which next hop received a particular packet. This
observation easies our design of the rate control algo-
rithm. Note that knowledge of individual packets is a
requirement with uncoded transmissions.

With the above motivation in mind, we now present
a credit-based algorithm for rate control, with the fol-
lowing features:

1. Credits are identified with a generation, not a spe-
cific packet. Credits are created at the source node and
destroyed at the destination node.

2. Credits are interpreted as the number of packets a
node should transfer for a specific generation.

3. Credits are conserved inside the network.

4. Credits are declarations of intent, and transferred,
as packet annotations, by a sending node before pack-
ets are transmitted; the receiving node only updates
such credits when successful packet transmission ac-
tually occurs.

5. Nodes also keep track of transmission credits, associ-
ated with each subset J downstream nodes, which can
be interpreted as the expected number of credits that
must be received by at least one node in J. These are
used to aid the hop-by-hop retransmissions.

6. When a credit is transferred from a node n to m,
transmission credits are increased on all subsets J of
downstream nodes that contain m.

7. When a packet is transmitted from node n and suc-
cessfully received by a set J of downstream nodes, the
transmission credits are decreased for all subsets K of
J.

8. Back-pressure is used to determine where to for-
ward packets and transfer credits.

One can show that our algorithm stabilize the net-
work whenever it is possible. We omit the proof due to
lack of space and refer interested readers to [23].

We now describe the algorithm in more detail. For
node n and flow c let DST(n, c) be the set of all nexthop

nodes, downstream of node n for flow c. Credits are
stored as: list C(n, c) contains all the credits for flow
c stored at node n. Each node is responsible for all the
credits it has received, and it is obliged to forward each
credit to exactly one nexthop node. Credit losses are
minimized, using the retransmission schemes of Sec-
tion 3.3.

Transmission credits are associated with broadcast
link, as defined in [19]. For all J ⊆ DST(n, c) we de-
fine TC(n, c, J) to be the list of credits associated with
broadcast link (n, J) (the typical number of next-hop
neighbors will be 2-3 hence we expect less than 10 broad-
cast links per flow). We want to guarantee that all cred-
its from TC(n, c, J) will be transmitted to at least one
node from set J.

We also define the cumulative transmission credit

CTC(n, c, m) = ∑
J⊆DST(nc,c),J3m

|TC(n, c, J)|.

It will be used to define the state of congestion on link
(n, m). The higher the value of CTC(n, c, m), the more
packets are waiting to be transmitted to node m, hence
the more congested the link is.

C update: At any time, node n checks the following
forwarding decision

RD : |C(n, c)| > |C(m, c)|+ |CTC(n, c, m)| (7)

for each m ∈ DST(n, c), and starts transferring one
credit for flow c to node m. If the forwarding deci-
sion is true for several nexthops, one is selected at ran-
dom, say node m. The intuition behind this decision
is that, in order to keep the network stable, one needs
to guarantee that all credit queues are bounded. This
is achieved through back-pressure. If either the set of
node credits C(m, c) or the number of cumulative trans-
mission credits CTC(n, c, m) is large, node n will not
forward any more packet in that direction, to avoid the
queue building up. Note that only the inequality in
Eq. 7 matters, the individual values of C and CTC are
not important. This is common in back pressure flow
control algorithms (see [25] for a more detailed analy-
sis). We illustrate the convergence issue numerically in
Section 4.1, Figure 4.

Credit updates are included in headers of actually
transmitted packets. This means that node m will not
be informed of the credits transferred to it before time
t, until a packet, broadcast after t, is successfully re-
ceived by m. At that point, it will update its credit set
C(m, c). More formally, let zn

t (n, c, m) be the list of all
credits transferred from n to m until time t, as seen by
node n, and suppose that a packet broadcast by n at
time t is successfully received. Then, node m receives
zn

t (n, c, m), and it will add to its credits the set

C(m, c) = C(m, c) ∪ (zn
t (n, c, m) \ zm

t (m, c, n)).



Credits are generated on the source node of each flow
when fresh packets are created. The rate at which we
generate fresh packets will define the efficiency of the
scheme and the fairness among flows. We propose a
simple scheme, inspired by [18], in which node n, the
source of flow c, is allowed to insert K/C(n, c) credits
and packets per time unit, where K is an arbitrary con-
stant. The higher the K, the higher the average queue
size and delay in the network. Higher K also makes it
less likely that an empty queue will occur, resulting in
higher efficiency. The performance of the flow control
algorithm is depicted in Section 4.1, Figure 7.

Observe that the total number of credits change at
the flow source, since the source insert credits, and at
the destination, where each packet reception reduces
the number of credits. Credits can also be lost in node
failures. Moreover, the rate of credit insertion is con-
trolled by the congestion signals. Hence, the system
does not enter periods of instability when credits are
inserted in the system without control.

TC update: Whenever a credit for flow c is transferred
from node n to m, a corresponding transmission credit
is added to TC(n, c, J) for all m ∈ J ⊆ DST(n, c).

When a packet from flow c is transmitted from node
n and successfully received by a set J of downstream
nodes, we remove one transmission credit correspond-
ing to the packet generation from TC(n, c, K), if it ex-
ists, for all K ⊆ J.

Although it may appear that TC(n, c, J) is simply a
union of TC(n, c, i) for all i ∈ J, this is not always the
case. We illustrate the use of TC(n, c, J) for the example
in Figure 3. Initially, |C(1, 1)| = 2, and node 1 transfers
one credit each to node 2 and node 3. Then node 1
broadcasts a packet, which is received by both nodes 2
and 3. This in turn decreases TC(1, 1, 2) and TC(1, 1, 3)
to empty sets, but we still have |TC(1, 1, {2, 3})| = 1.
In other words, to successfully finish the credit trans-
fer, we need to successfully transmit one more packet,
to either node 2 or node 3.

The separation simplifies the design in the sense that
transport credits TC provide channel quality estimates.
Also, this implementation is provably stable [23]. Ob-
serve that the credit and packet transfers in Figure 3
occur in parallel and do not need to be synchronized.

Scheduling packets: Finally, we describe how to trans-
mit packets. Let us denote by Q(n, J) the quality met-
ric of broadcast transmission from n to J. This corre-
sponds to the probability, as measured by n, that at
least one node from J will receive a packet transmitted
from n. We further define

W(n, c) = ∑
J⊆DST(n,c)

TC(n, c, J)Q(n, J)

and W(n) = maxcW(n, c), c(n) = arg maxc W(n, c).
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Figure 3: An illustration of rate control: Consider nodes 1,
2 and 3 from the diamond topology in Figure 1(a). First
node 1 transfers one credit each to nodes 2 and 3. Then
node 1 transmits a packet that is successfully received by
both nodes 2 and 3. After credit transmission and before
packet transmission, nodes 2 and 3 are not yet aware of
credit transfers, thus |C2(2, 1)| = 0, |C3(3, 1)| = 0. However,
|C1(2, 1)| = 1, |C1(2, 1)| = 1 (values in brackets).

When the forwarding decision RD is satisfied at node
n for at least one flow c and its nexthop, node n will
calculate c(n) and prepares a random linear combina-
tion of the packets buffered for flow c for transmission,
from the generation corresponding to the oldest trans-
mission credit. Intuitively, by selecting the flow c(n)
the node will maximize the expected reduction in its
queue size, similarly to [25]. It will then contend for
medium access to transmit the packet.

Ideally, to maximize the stability region, nodes should
be scheduled to transmit according to the queue sizes
TC and link qualities Q, as in [18, 25]. However, this
optimal scheduling is hard to implement. A simpler
polynomial and near optimal scheduling, called maxi-
mal scheduling, is proposed in [6]. In contrast, the 802.11
MAC scheduling is much more random and far from
the optimal. While discussing differences between these
scheduling algorithms goes beyond the scope of this
paper, we will use both maximal scheduling (Section 4.1)
and 802.11 scheduling (Sections 4.2 and 4.3) in evalua-
tions. We show that our system improves performance
in both cases.

4. EVALUATION
We evaluate the performance benefits of MC2 over single-
path routing using numerical simulations in MATLAB,
ns-2 simulations and preliminary testbed experiments.
We take advantage of the different evaluation environ-
ments to highlight the performance of different com-
ponents in our system.



4.1 Numerical Simulations
We first want to quickly quantify the benefits of multi-
path forwarding over a single-path approach and eval-
uate the rate allocation of MC2 on different wireless
mesh topologies of 40 nodes or more. Therefore, we
developed a simple event-driven simulator in MAT-
LAB. We also study the effects of architectural param-
eters, such as the generation and coding field sizes, in
the same framework.

The input to the simulator is a topology matrix P =
{pnm}n,m=1···N , which defines the probability of suc-
cessful transmission pnm between any two nodes n, m
in a network of N nodes.

We abstract away most of signaling issues, and as-
sume that a node is instantly informed about the suc-
cess of its transmission. However, credits are only trans-
ferred to nexthops once transmissions are successful.
The simulator uses synchronized scheduling: if node n
is scheduled, then no other node m, for which pnm > 0
or pmn > 0, can be scheduled. Furthermore, we use
maximal scheduling [6] described in Section 3.4.

The path quality ρ = {n1, · · · , nk} is defined as C(ρ) =
∏k−1

i=1 pni ,ni+1 . We used centralized exhaustive search to
compute the best 2, 4 or 6 paths according to this metric
for each source-destination pair in the given topology.

4.1.1 Simple Topologies
We start with the diamond (Figure 1-b) and hexagon
(Figure 1-a) topologies as representative simple net-
works. In the diamond topology we set p12 = p13 = p
and p24 = p34 = q, as in Section 2. In the hexagon
topology we set p12 = p15 = p and p23 = p34 = p56 =
p64 = q. We fix q = 0.8 and vary p for both. Numerical
results are shown in Figure 4.

These simulation results match the analysis from Sec-
tion 2, showing that the proposed matching algorithm
achieves the optimal rate control in the cases of the di-
amond and hexagon topologies.

The relative improvement is higher for the hexagon
topology. This is due to parallel transmissions along
links 2-3 and 5-6, which shifts the bottleneck in the
hexagon topology to node 1. In the diamond topol-
ogy all nodes contend for medium access, hence the
improvement is less visible. Generally, we expect dis-
joint paths to perform better.

The benefit of using coding over naïve multipath rout-
ing is shown in Figure 4(a) and (b). Observe that in
both cases the optimal performance is 0.5 packets per
slot (assuming no packet losses). The reason is that
the maximum transmission rate is 1 packet per slot
and that nodes compete for the wireless channel. As
a result, the source cannot transmit while any of the
intermediate nodes transmit; similarly only one inter-
mediate node can transmit to the destination at any
point in time. The benefit depends on the topology and

the characteristics of the wireless channel. However,
in both cases network coding performed significantly
better than no coding and naïve multi-path. We have
also experimented with different generation sizes (not
shown in Figure 4), and observed that any generation
size, larger than 16, performs equally well. However,
larger generation sizes may be needed for larger net-
works (see Section 4.1.2).

Finally, Figure 4(c) shows the convergence speed for
the diamond topology. We plot node credits as a func-
tion of the iteration size. The rate control algorithm
converges in around 50 iterations, while the actual av-
erage end-to-end rate converges in less than 10 slots.
We observe similar convergence speed on the Roofnet
topology, described next.

4.1.2 Roofnet
We next consider the Roofnet topology [2] as a more
realistic example. Real-world loss measurements for
different physical transmission rates are available from
the Roofnet web site [24], which we fed to our simu-
lator. Unless specified otherwise, we randomly select
source-destination pairs and use GF(28) and genera-
tion size 32 for coding.

Figure 5: One sample of the Roofnet topology: source-
destination pairs 5-29, 21-35, 6-14, 19-17 are connected using
solid lines. Links used by our routing algorithm are denoted
by dotted lines. See [2] and the references therein for the ex-
act topology specification.

Single-flow case: We first study the throughput of a
single flow in the Roofnet topology as we increase the
number of paths, and summarize the results in Fig-
ure 6.

In 20% of cases the improvement of 2-path over single-
path exceeds 20%, and such improvement can be ob-
tained in more than half the cases using 4 or 6 paths.
This suggests that the optimal number of paths for Roofnet
topology is 4. Figure 6(b) shows that the performance
improvement for 5.5 Mbps and 11 Mbps PHY rates is
almost the same.
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Figure 4: Single-path vs. multipath for diamond (a) and hexagon (b) topologies. For each value of p we run 10 simulations, each
transmitting 15MB. Confidence intervals are very small. The improvement of MC2 is 20% in the diamond and almost 100% in
the hexagon topology. Part (c) illustrates the convergence speed of node credits for the diamond topology, plotting node credits
as a function of the iteration size (note C(4, 1) = 0 always).
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Figure 6: Performance of a single flow in 100 instances of the Roofnet topology, with randomly selected source-destination
pairs. (a) Cumulative improvement from using 2, 4 and 6 paths over single-path routing, for PHY rate 5.5 Mbps. (b) Cumulative
improvement from using 6 paths over the single-path case for PHY rates of 5.5 and 11 Mbps. (c) Fraction of linearly independent
packets received at the destination when using 2, 4 and 6 paths respectively, for PHY rate 11 Mbps.

On few occasions (less than 5% of the cases), multi-
path exhibits worse performance than the single-path
counterpart, and the performance worsens as the num-
ber of paths increases. This is due to two reasons: de-
pendency in received packets and suboptimal schedul-
ing (see Section 3.4). The linear dependency in the re-
ceived packets is illustrated in Figure 6(c). The num-
ber of linearly dependent packets can be reduced if
the generation size is increased, which nevertheless in-
creases the coding header size. We believe that the gen-
eration size of 32 is a good compromise.

Multiple-flow case: The only benefit from MC2 in the
single-flow case is from path diversity, which reduces
the overall packet loss. When given several concurrent
flows, MC2 will also improve fairness among them through
load-balancing. We illustrate this for 4 concurrent flows
in Figure 7.

Using the example from Figure 5, we plot the through-
put of the 4 flows in Figure 7(a). When all flows use
only a single path, the second flow, 21-35, achieves much
lower end-to-end rate than the other flows. As the
number of paths increases, the rate of flow 21-35 sig-

nificantly increases. Meanwhile, the rate of flow 19-17
slightly decreases, but remains larger than the rate of
flow 21-35.

In order to quantify fairness and efficiency, we use
two more metrics. The first is the aggregate network
throughput, i.e., the sum of the end-to-end rates of all
flows in the system (Figure 7(b)), which measures the
efficiency of the system. The second one is the log util-
ity [14], i.e., the sum of logs of the end-to-end rates of
all flows in the system, which measures both the effi-
ciency and the fairness of the system (Figure 7(c)).

The results show that, again, in about 50% of the
cases the aggregate network throughput increased by
at least 20%. In all cases the log-utility of the system
increased.

4.2 ns-2 simulations
The main drawbacks of the previous simulation setup
are the simplifying assumptions for the MAC and PHY.
Therefore, we turn to ns-2 for more realistic MAC and
PHY models.

For ns-2 simulations, we use CBR traffic over UDP
sent at 1 Mbps and two-way ground reflection model.
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Figure 7: Performance of 4 concurrent flows in 100 instances of Roofnet topology with randomly selected source-destination
pairs: (a) Example of end-to-end rate allocation for flows illustrated in Figure 5 (b) Cumulative relative improvement of the
aggregate rates using 2, 4 and 6 paths over a single path, for PHY rate 5.5 Mbps. (c) Cumulative absolute improvement of the
log-utility for 2, 4 and 6 path cases over the single-path case, for PHY rate 5.5 Mbps. Some node pairs are omitted as we cannot
calculate the utility of a zero rate allocation.
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Figure 8: Efficiency for diamond and hexagon topologies
with rate control. Source and destination are out of each
other’s transmission range. They communicate either using
two parallel paths and network coding or a single path. The
two paths interfere with each other. Loss probability is 0.5
for each link.

We configured the network parameters so that the source
and destination cannot communicate directly. All other
parameters have ns-2 default values.

We simulated the diamond and hexagon topologies,
setting the successful transmission probabilities to 0.5
on all links. We focus on a single CBR flow, vary its
offered load, and plot the efficiency in Figure 8. Effi-
ciency is defined as the ratio of destination throughput
to source transmission rate.

Note that the efficiency is around 0.5 for single path
for low CBR rates and drops to 0.26 as the channel gets
utilized at its maximum capacity. In the case of multi-
path and network coding, the efficiency is 0.75 for low
CBR rates and goes to 0.5 for high CBR rates. Thus, us-
ing multipath and network coding for high CBR rates
almost doubles the efficiency. As expected, the channel
gets saturated sooner for the hexagon topology than it
does for the diamond topology, since inefficient 802.11

scheduling causes more MAC layer collisions in this
case.

4.3 Preliminary testbed evaluation
We have built a prototype implementing a basic sub-
set of the MC2 system, including multipath forward-
ing, coding on multiple paths and error control. Our
prototype is built on top of the VRR system [4]. We
use VRR’s boilerplate functionality to establish a wire-
less mesh network, and to discover multiple paths be-
tween pairs of source and destination nodes. The use
of VRR’s routing algorithm was a matter of convenience;
other routing protocols could be used to discover paths.
We extend VRR by changing the data forwarding func-
tionality. Our prototype is built as a Windows kernel
driver.

We focus on a single flow in small topologies like the
diamond topology, where all paths from the source are
assumed equally good and hence used simultaneously.
The coding rate is split evenly among the paths, and is
determined by the number of paths. It is signaled to
the nexthops in spare bits of the routing header.

The 802.11 broadcast mode is currently used for all
transmissions, except for end-to-end requests and re-
transmissions, to avoid mixed effects from the reliabil-
ity provided by the 802.11 unicast and our own error
recovery schemes. The ‘pseudo broadcast’ technique
used in COPE [12] could yield more benefit, especially
in assigning credits and avoiding collisions at the des-
tination. We leave this for future work, and for now
study scenarios where the relays are in the same con-
tention domain.

We evaluate the performance on a testbed resem-
bling the diamond topology in Figure 1(b). The nodes
are laptops and desktop PCs running Windows, each
equipped with a Netgear 802.11a/g card with the Atheros
chipset. We used the default broadcast rate, 6Mbps, in
802.11a. The experiements were run for two topology



configurations, with high and low loss rates between
the source and the relay nodes respectively. Different
loss rates are produced by moving the source away
from the relays. The relays were about 50cm apart in
both configurations, and placed very close to the des-
tination.

We initiate 800KB UDP transfers for two parallel paths
and a single path, and compute the throughput gain,
averaged over 10 runs, of MC2 over single-path (Ta-
ble 1). The results are consistent with the analysis ear-
lier. MC2 benefits from path diversity, especially when
given lossy pre-coding hops.

Scenario Loss rate Throughput gain
Low-loss 20% 17%
High-loss 80% 25%

Table 1: Results from testbed experiments

To evaluate the overhead of coding and decoding
operations, we also performed some microbenchmarks
on a machine with 847MHz CPU speed and 256MB
RAM. If 32 packets are used in generating a linear com-
bination, it takes around 5.1ms on average. For linear
combinations of up to 5 packets components, it takes
on average 0.5ms to 1ms to generate, and up to 2ms
for generating linear combinations from up to about 12
packets. The check for linear dependency takes negli-
gible time, and decoding takes close to negligible time
when averaged over a generation of packets. For mem-
ory overhead, currently we keep each full generation
for a long time. However, our analytical results show
that it is only necessary to keep around 5 packets per
generation to ensure diversity in retransmissions. In
general, there is much scope in optimising the imple-
mentation, which we leave for future work.

5. RELATED WORK
Our work draws experience from prior work on multi-
path routing in wired and wireless networks, rate con-
trol and network coding. In particular, our scheme
is the first to tie together multipath routing, rate con-
trol and error control into a unified framework through
network coding.

For wired networks, the most relevant are recent pro-
posals considering cross-layer optimizations of multi-
path routing and rate control [10, 13, 15, 26]. However,
there is little literature on how to select or switch be-
tween multiple routes.

For wireless, relevant cross-layer design was studied
in [18] through theoretical analysis, and Popa et al con-
sidered congestion alleviation in wireless sensor net-
works using multipath routing [22].

Multipath routing in wireless networks is also based
on exploiting spatial diversity at the physical layer [16].
Practical implementations includes ExOR [3] for wire-

less mesh networks, MRD [20] for one-hop WLAN, and
SPaC [8] for sensor networks. Both MRD and SPaC
improve loss resiliency by recovering partially corrupt
copies of the same packet received from different paths.
Our work is close to ExOR, but we permit nodes to
forward packets concurrently on multiple paths where
possible. Moreover, our scheme performs load-balancing
and ensures fairness among different flows.

Network coding was originally proposed to increase
the network capacity [1]. Subsequent work has used it
to ensure reliability [19] and eliminate redundancy [9,
27]. CodeCast [21] uses network coding to control loss,
bound delay, and exploits path diversity for wireless
multicast. However, most work is theoretical and/or
relies on simulations, focusing mainly on multicast and
wireline networks.

COPE is a practical encoding scheme for wireless
mesh environments [12]. COPE combines packets from
different simultaneous unicast flows passing through a
node. In contrast, MC2 uses random linear codes [17]
to encode packets from the same flow. While COPE
uses coding to increase the network capacity, we use
it to ease the signaling, error recovery and rate control
of packets. More recently Chachulski et al. proposed
MORE, which also combines packets of the same flow
using network coding [5]. In many respects, MORE is
similar to MC2 . However, MORE does not explicitly
consider multiple flows, fairness, or scheduling; in fact
the performance benefit of MORE drops as the number
of flows increases.

6. CONCLUSIONS
In this paper we have proposed MC2, a scheme that
uses multiple paths effectively to increase the perfor-
mance of wireless mesh networks. We have used net-
work coding and a novel credit based algorithm. Net-
work coding eases the signaling of packet transmis-
sions, by avoiding strong coordination of which pack-
ets to forward between nodes. The credit-based algo-
rithm ensures that good paths carry most of the traf-
fic, and ensures fairness among multiple flows. The
scheme is motivated by extensive prior analytical work.

We have outlined the main challenges in designing
MC2, and used analysis and simulation to demonstrate
the performance improvements of our approach, which
can double the throughput in certain cases. We have
also built a prototype and tested on a small network,
that further confirms the feasibility and advantages of
MC2.

For future work, we need more detailed analysis, a
fuller implementation and more extensive evaluations
in a real environment. Various design and implemen-
tation details are open for optimizations, such as re-
ducing the buffer space requirements for coding, de-
coding and retransmissions, and optimizing coding op-



erations However, our results so far are very encourag-
ing, and more than demonstrate the potential of MC2.
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