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Background	
  – Routing	
  Scalability	
  Problem

• As	
  part	
  of	
  its	
  original	
  design,	
  CCN/NDN	
  overloads	
  Interest	
  names	
  with	
  the	
  
functionality	
  of	
  network	
  location	
  and	
  content	
  identifiers.
• Route-­‐by-­‐name.

• Route-­‐by-­‐name	
  involves	
  resolving	
  a	
  location from	
  a	
  content	
  name,	
  i.e.,	
  
name	
  resolution,	
  in	
  a	
  hop-­‐by-­‐hop	
  manner.

PROBLEM:
Conventional wisdom dictates that routing and forwarding
information are pre-­‐computed and stored for ~O(109) name prefixes!
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Background	
  – A	
  well-­‐known	
  solution:	
  
Location-­‐identity	
  split!

• Map	
  content	
  identifiers	
  to	
  network	
  location	
  names,	
  i.e.,	
  locators.
• Route-­‐by-­‐locator	
  as	
  opposed	
  to	
  route-­‐by-­‐name.

• Location-­‐identity	
  split	
  in	
  NDN:	
  
• Interests	
  contain	
  a content	
  identifier	
  and	
  (optionally)	
  a	
  locator.
• Locator	
  is	
  used	
  as	
  a	
  fallback,	
  only	
  in	
  case	
  of	
  a	
  FIB	
  miss	
  during	
  route-­‐
by-­‐name.

• NDN	
  terminology:	
  forwarding	
  hints,	
  i.e.,	
  Link	
  objects in	
  interest	
  packets.
• Obtained	
  out-­‐of-­‐band	
  from	
  a	
  resolution	
  service.
• a	
  la	
  NDNS.	
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Background	
  – Location-­‐identity	
  split	
  in	
  NDN

• Problem:Malicious	
  hosts	
  can	
  place	
  a	
  victim’s	
  locator	
  along	
  with	
  non-­‐
existent	
  content	
  names	
  in	
  the	
  Interests	
  to	
  launch	
  targeted	
  attacks.
• NDN’s	
  solution:	
  Link	
  objects	
  carry	
  a	
  secure	
  binding	
  (i.e.,	
  signature)	
  
between	
  content	
  identifiers	
  and	
  the	
  corresponding	
  locators.	
  

A	
  possible	
  show	
  stopper	
  for	
  NDN’s	
  use	
  of	
  Link	
  objects:
• Verification	
  of	
  Link	
  object	
  binding	
  is	
  very	
  difficult	
  to	
  perform	
  in	
  the	
  
middle	
  of	
  the	
  network!
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Background	
  – Secure	
  binding	
  of	
  locators	
  and	
  
content	
  identifiers

• Signature	
  verification	
  is	
  not	
  sufficient!
• Need	
  to	
  check	
  the	
  legitimacy	
  of	
  the	
  signing	
  key	
  for	
  a	
  given	
  prefix-­‐to-­‐
locator	
  binding!	
  
• Must	
  execute	
  trust	
  policies	
  in	
  the	
  middle	
  of	
  the	
  network.	
  
• Possibly	
  verify	
  a	
  chain	
  of	
  certificates.

PROBLEM:	
  Forwarding	
  hints	
  	
  are	
  
obtained	
  out-­‐of-­‐band and	
  placed	
  in	
  the	
  

Interests	
  by	
  untrusted end-­‐users!
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On-­‐Demand	
  Routing
• Trust	
  Domains	
  (TDs)	
  perform	
  name	
  resolution	
  individually.
• In-­‐band	
  solution.
• On-­‐demand routing	
  mechanism.
• Compute	
  forwarding	
  hints	
  with	
  TD-­‐specific	
  scope.	
  

Prefix:	
  /foo/bar
Hint:	
  “”

TD	
  1

Prefix:	
  /foo/bar
Hint:	
  “TD2”

TD	
  2

TD	
  3

TD	
  4Prefix:	
  /foo/bar
Hint:	
  “TD4”
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On-­‐Demand	
  Routing	
  (cont’d)

• A	
  way	
  for	
  routers	
  to	
  obtain	
  and	
  scale	
  the	
  storage	
  of	
  routing	
  information	
  
in	
  the	
  form	
  of:
• TD-­‐specific	
  “instructions	
  on	
  how	
  to	
  route	
  packets”.
• We	
  store	
  these	
  routing	
  instructions	
  as	
  Routing	
  information	
  Objects	
  
(RIOs).

• Routing	
  information	
  is	
  shareable	
  across	
  nodes	
  in	
  the	
  same	
  TD.	
  	
  
• A	
  Routing	
  Strategy	
  component	
  at	
  each	
  forwarding	
  node	
  performs	
  on-­‐
demand	
  routing	
  using	
  an	
  RIO.	
  

Main	
  idea: Treat	
  Routing	
  Information	
  Objects	
  (RIOs)	
  similar	
  to	
  content:
use	
  caching	
  and	
  content	
  discovery	
  mechanisms	
  to	
  scale	
  name-­‐based	
  forwarding.
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Routing	
  Information	
  Discovery	
  and	
  Caching

• Passive	
  Discovery:
• Simply	
  observing	
  passing-­‐by	
  Interests	
  carrying	
  Forwarding	
  Hints.

• Active	
  (on-­‐demand)	
  Discovery	
  – in	
  case	
  of	
  a	
  RIO	
  miss:	
  
• Search	
  nearby	
  or	
  nodes	
  along	
  a	
  path
• Forward	
  the	
  Interest	
  towards	
  a	
  neighbor	
  with	
  higher	
  likelihood	
  of	
  RIO	
  hit.

• Any	
  node	
  on	
  the	
  path	
  with	
  the	
  RIO	
  can	
  perform	
  routing	
  and	
  divert	
  the	
  packet	
  along	
  the	
  
policy-­‐compliant	
  route..

• Discovered	
  information	
  is	
  cached	
  locally	
  at	
  the	
  forwarders.	
  
• Different	
  caching	
  strategies	
  are	
  possible	
  (probabilistic,	
  LCE,	
  etc.)
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Routing	
  Information	
  Discovery:	
  Search	
  on-­‐path
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Routing	
  Information	
  Discovery:	
  Forward	
  to	
  RS
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Figure 4: Interest packet processing.

4.1 Interest Packet Processing
In the following, we describe the Interest packet processing in ODR.
We illustrate the processing steps in Fig. 4, where we also highlight
the extensions to the NDN protocol.

Caching and PIT state. In Fig. 4, we depict the processing of
Interest packets in the proposed ODR. Interest packet processing
startswith a lookup in the Content Store (CS) and then a lookup in
the PIT in case of CS miss, i.e., same as in NDN. In case lookup to
the PIT also fails, then the name of the Interest packet is added to
the PIT. Otherwise, the PIT entry for the Interest name is refreshed
(the new Incoming face is added to the face list), and the packet is
discarded. Up to this point, Interest processing is identical to NDN.

Routing functionality. After adding the name of the packet to
the PIT, the processing continues with checking if the packet carries
a forwarding hint (i.e., a single locator). In case there is a hint, the
forwarder has the option to cache this (possibly partial) routing
information in the RIS cache to use it later for interests arriving
in the future. In case, a hint has not been added to the packet (by
another forwarder in the same AS), then the forwarder makes a
lookup for the routing information associated with the routable
pre�x of the Interest packet’s name from its local RIS.

If there is no entry in the RIS for the routable name pre�x, the
node initiates Routing Information Discovery process. This process,
detailed in Section 4.2, will either i) search for routing information
in the storage locations of the network (e.g., RIS cache of nearby
node or RS) or ii) forward the interest itself towards the RS. In the
latter case, the locator of RS is attached to the interest, and in the
former case, a search for routing information is initiated as shown
in the Fig. 4. In case, an RIO is retrieved, it is added to the RIS, and
a single “best” destination locator is selected among possibly many
locators.

The selection of a single locator is performed by a Routing Strat-
egy module. A routing strategy is selected according to policy hints
found in RIOs. Di�erent strategies can be used to support various
intra-domain routing policies (e.g., hot-potato routing), as discussed
in Section 3.2.

Forwarding functionality. Once a locator is selected by the rout-
ing strategy and is added as a forwarding hint, the forwarder makes

a lookup to its FIB table for the locator and extracts a set of possible
next-hop faces. The result of the FIB lookup is then sent to the
Forwarding Strategy, similarly to NDN, and a single out-going face
is selected according to a forwarding strategy.

4.2 Routing Information Discovery
Using caching and content discovery mechanisms, we shift the rout-
ing and forwarding decision in time and space as we describe in this
section. In case an Interest packet I arrives without containing a
forwarding hint, the forwarder looks up (in its local RIS) for rout-
ing information associated with the routable pre�x in the Interest
packet’s name. As described in Section 3.3, Interest packets explic-
itly indicate the routable pre�x portion of their names. In case the
forwarder is unable to �nd the routing information, it initiates a
Routing Information Discovery process. Below, we describe three
possible discovery strategies below:
(1) Search On-path: The main Interest packet I waits (i.e., stored

in the PIT table), while the forwarder sends an Interest packet
to retrieve the routing information from the authoritative RS
node for the pre�x. Because any node may have the routing
information cached in its RIS, a forwarder on-path to the Route
Service can respond with the routing information.

(2) Search Nearby: Again, the main Interest packet I waits while
the forwarder sends interests to request the routing information
from nearby nodes, possibly using scoped �ooding. In case the
nearby nodes do not return any routing information (i.e., returns
negative acknowledgement (NACK)), then the forwarder sends
an interest directly to the authoritative Route Service node to
retrieve the information.

(3) Forward to Neighbor: In this case, the forwarder relays the
Interest I to the �rst hop neighbor along the path to the author-
itative RS node. If a node along the path to the RS node has
the routing information for I ’s pre�x, it can divert I towards its
destination.
Strategies one and two above shift routing decision in time (i.e.,

delay computation until the necessary information is retrieved),
while the last strategy shifts routing/forwarding decision in space
(i.e., moving the computation to another node). We demonstrate
the three strategies with an example in Fig. 5, where an interest for
a pre�x /foo/bar arrives at R. Because R does not have the routing
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Evaluation	
  – Experiment	
  Setup
• Platform:	
  Icarus	
  – a	
  Python	
  based	
  simulator	
  for	
  ICN.
• Topology:	
  ISP	
  topology	
  (TISCALI)	
  from	
  Rocketfuel dataset.	
  

• Prefix	
  categories:	
  Internal	
  vs.	
  External.	
  90%	
  have	
  external producers.	
  	
  
• Randomly	
  picked	
  three locators	
  per	
  external	
  name	
  prefix.	
  
• One	
  locator	
  per	
  internal	
  prefixes.
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Evaluation	
  – Experiment	
  Setup

• Workload:	
  100	
  flows	
  per	
  msec – Scalability	
  limit	
  of	
  the	
  simulator	
  
• Flow	
  Categories	
  – Ingress,	
  Egress,	
  Transit	
  Flows.	
  
• 90%	
  of	
  flows	
  are	
  transit	
  – as	
  in	
  a	
  carrier	
  ISP.	
  

Egress	
  FlowIngress	
  Flow

Transit	
  Flow
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Evaluation	
  – Experiment	
  Setup	
  &	
  Metrics
• Scalability	
  Parameters:
• |RIS|	
  /	
  |Prefixes|	
  =	
  0.0075	
  	
  	
  	
  	
  	
  	
  – Based	
  on	
  BGP	
  router	
  fast	
  memory	
  size.
• Routing	
  Service	
  Replicas	
  =	
  10	
  	
  	
  – RIOs	
  are	
  sharded onto	
  RS	
  instances.
• Name	
  Prefix	
  Popularity	
  Zipf Exponent	
  =	
  1.0	
  	
  – based	
  on	
  web

• Performance	
  Metrics:
• Discovery	
  Rate:	
  Percentage	
  of	
  Interests	
  whose	
  routing	
  information	
  is	
  obtained	
  
from	
  the	
  RIS	
  cache	
  of	
  	
  a	
  forwarder	
  (as	
  opposed	
  to	
  an	
  RS	
  node).
• Measure	
  of	
  the	
  load	
  on	
  RS	
  and	
  impacts	
  latency.	
  

• Latency:	
  This	
  metric	
  measures	
  the	
  average	
  round-­‐trip	
  time	
  (RTT)	
  delay	
  in	
  
retrieving	
  content.	
  
• Caching	
  of	
  regular	
  content	
  is	
  disabled.	
  

• Overhead:	
  Average number	
  of	
  hops	
  that	
  routing	
  information	
  and	
  Interests	
  for	
  
routing	
  information	
  travel	
  in	
  the	
  network	
  per	
  issued	
  interest.
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Evaluation	
  – Benchmarks	
  for	
  comparison
• FIB-­‐as-­‐a-­‐cache:	
  Store	
  forwarding	
  information	
  (as	
  opposed	
  to	
  routing	
  
information)	
  in	
  the	
  FIB	
  that	
  is	
  used	
  as	
  a	
  cache.	
  
• Based	
  on	
  the	
  work	
  by	
  Detti et	
  al.	
  [1]
• A	
  centralised controller	
  (similar	
  to	
  SDN	
  controller)	
  pushes	
  forwarding	
  
information	
  to	
  nodes	
  in	
  case	
  of	
  a	
  FIB	
  miss.
• Forwarding	
  information	
  has	
  local	
  significance	
  as	
  opposed	
  to	
  RIOs.

• FIB-­‐Cache	
  with	
  Forwarding	
  Hints:	
  Store	
  forwarding	
  information	
  along	
  
with	
  forwarding	
  hint	
  in	
  the	
  FIB.	
  	
  
• Hints	
  are	
  specific	
  to	
  a	
  node.	
  

• [1]	
  Detti,	
  A.,	
  Pomposini,	
  M.,	
  Blefari-­‐Melazzi,	
  N.	
  and	
  Salsano,	
  S.,	
  2012.	
  
Supporting	
  the	
  web	
  with	
  an	
  information	
  centric	
  network	
  that	
  routes	
  by	
  
name. Computer	
  Networks, 56(17),	
  pp.3705-­‐3722.
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Figure 6: The impact of the Name Pre�x Popularity in the performance of the routing strategies.

• Latency (in milliseconds): This metric measures the average
round-trip time (RTT) delay in retrieving content per issued
interest. The RTT delay includes the amount of time it takes
for the forwarders to retrieve routing information (for Search
strategies) when there is a RIS miss at the �rst hop forwarder
from the end user.
• Overhead: We use average of the total number of hops that
routing information and interests for routing information travel
in the network per issued interest as the overhead metric. This
metric mainly indicates the bandwidth and packet processing
overhead caused by on-demand retrieval of routing information
by the forwarders.
We present the performance of the three strategies described

in Section 4.2 together with two schemes that use FIB-as-a-cache
based on the work by Detti et al. [9]:
• FIB-Cache: In this strategy, forwarders use their FIB tables as a
cache to store forwarding information on content name pre�xes.
In case of a FIB miss, forwarders retrieve forwarding information
(i.e., name pre�x to output face identi�er) from a centralized RIB
service in an on-demand fashion. Because the forwarding infor-
mation is only signi�cant to a speci�c forwarder, this information
is not cached by other forwarders.
We enhanced this strategy with a “push mechanism” so that
the RIB service can push forwarding information to multiple
forwarders in order to avoid repeated FIB misses for the same
Interest packet at subsequent hops along the packet’s path. With
this mechanism, a FIB miss for an Interest packet typically hap-
pens only once at a forwarder; once this forwarder queries the
RIB service, the service pushes the necessary forwarding infor-
mation on each subsequent hop along the future path of the
packet.
• FIB-Cache with Forwarding Hints: This is an extension of
the FIB-cache strategy, where forwarders retrieve forwarding
hints (i.e., a single locator) from the RIB service together with
forwarding information. Similar to the proposed strategies, the
forwarding hint indicates a location within the AS. However, the
locator provided by the RIB service is speci�c to the querying
forwarder unlike routing information, which contains generic
information usable by all forwarders in the AS. We assume that
only the querying forwarder caches the hint and the forwarding
information locally in this strategy.
In the rest of the section, we investigate the impact of several pa-

rameters and demonstrate the performance of the proposed strate-
gies listed in Section 4.2 and the two FIB-as-a-cache schemes listed
above.

5.3 Impact of Name Pre�x Popularity
In Figure 6, we demonstrate the impact of name pre�x popularity
on the performance of the routing strategies. We observe from the
leftmost plot that the Search Nearby strategies achieve the highest
discovery rate for all the Zipf exponent values. The subscript x in
Search Nearbyx indicates the search range in terms of number of
hops from the forwarder that is searching for the routing informa-
tion. A two-hop search performs around 30% better than the other
strategies for lower Zipf exponent values.

The Forward-to-RS and Search on-path strategies achieve nearly
identical discovery rates, because both strategies simply search
for routing information along the same set of nodes on the path
leading to the Routing Service. On the other hand, both of the
FIB-as-a-cache schemes achieve signi�cantly worse discovery rates
compared to the rest of the strategies. Particularly, the FIB-Cache
strategy fails to discover routing information for Zipf exponent
values  1.1. This is because FIB-cache strategy can only exploit
locally cached forwarding information at each forwarder. A success-
ful discovery requires each and every forwarder along the interest
path to have the forwarding information cached locally (i.e., FIB hit),
which is unlikely for low Zipf exponent values due to limited size of
FIB tables. We set the FIB table size of the FIB-as-a-cache strategies
to the same value as the RIS cache of the proposed strategies for a
fair comparison.

We observe that the FIB-cache strategy can barely achieve 5%
discovery rate for very high Zipf exponent values. In the rest of the
experiments, we omit the FIB-Cache strategy from the results. On
the other hand, the second FIB-as-a-cache scheme, i.e., FIB-Cache
with Fwd Hints, performs signi�cantly better than the �rst one.
This improvement results from forwarders obtaining forwarding
hints in addition to forwarding information from the RIB service
and caching them both in their FIB tables. As a result, a FIB hit
results with forwarding the Interest packet with a hint attached to
it, and the subsequent forwarders simply use the hint to forward
the packet. However, in this strategy, forwarding hints are cached
only by the forwarders who originally obtain the hint along with
the forwarding information from the RIB service, because the hints
are speci�c to the forwarder who requested it as opposed to generic
routing information retrieved in the proposed strategies.

The high discovery rates of the Search Nearby strategies leads
to reduction in average latency in retrieving content as shown in
the middle plot of Fig. 6. In all the experiments, we add a latency
penalty of 5 msecs to retrievals of routing information from the
Routing Service. We use the propagation delays obtained from the
Rocketfuel dataset as the link latencies of the topology, and assigned

Performance	
  of	
  
Forward-­‐to-­‐RS	
  is	
  close	
  to	
  

Search-­‐Nearby.	
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Figure 6: The impact of the Name Pre�x Popularity in the performance of the routing strategies.

• Latency (in milliseconds): This metric measures the average
round-trip time (RTT) delay in retrieving content per issued
interest. The RTT delay includes the amount of time it takes
for the forwarders to retrieve routing information (for Search
strategies) when there is a RIS miss at the �rst hop forwarder
from the end user.
• Overhead: We use average of the total number of hops that
routing information and interests for routing information travel
in the network per issued interest as the overhead metric. This
metric mainly indicates the bandwidth and packet processing
overhead caused by on-demand retrieval of routing information
by the forwarders.
We present the performance of the three strategies described

in Section 4.2 together with two schemes that use FIB-as-a-cache
based on the work by Detti et al. [9]:
• FIB-Cache: In this strategy, forwarders use their FIB tables as a
cache to store forwarding information on content name pre�xes.
In case of a FIB miss, forwarders retrieve forwarding information
(i.e., name pre�x to output face identi�er) from a centralized RIB
service in an on-demand fashion. Because the forwarding infor-
mation is only signi�cant to a speci�c forwarder, this information
is not cached by other forwarders.
We enhanced this strategy with a “push mechanism” so that
the RIB service can push forwarding information to multiple
forwarders in order to avoid repeated FIB misses for the same
Interest packet at subsequent hops along the packet’s path. With
this mechanism, a FIB miss for an Interest packet typically hap-
pens only once at a forwarder; once this forwarder queries the
RIB service, the service pushes the necessary forwarding infor-
mation on each subsequent hop along the future path of the
packet.
• FIB-Cache with Forwarding Hints: This is an extension of
the FIB-cache strategy, where forwarders retrieve forwarding
hints (i.e., a single locator) from the RIB service together with
forwarding information. Similar to the proposed strategies, the
forwarding hint indicates a location within the AS. However, the
locator provided by the RIB service is speci�c to the querying
forwarder unlike routing information, which contains generic
information usable by all forwarders in the AS. We assume that
only the querying forwarder caches the hint and the forwarding
information locally in this strategy.
In the rest of the section, we investigate the impact of several pa-

rameters and demonstrate the performance of the proposed strate-
gies listed in Section 4.2 and the two FIB-as-a-cache schemes listed
above.

5.3 Impact of Name Pre�x Popularity
In Figure 6, we demonstrate the impact of name pre�x popularity
on the performance of the routing strategies. We observe from the
leftmost plot that the Search Nearby strategies achieve the highest
discovery rate for all the Zipf exponent values. The subscript x in
Search Nearbyx indicates the search range in terms of number of
hops from the forwarder that is searching for the routing informa-
tion. A two-hop search performs around 30% better than the other
strategies for lower Zipf exponent values.

The Forward-to-RS and Search on-path strategies achieve nearly
identical discovery rates, because both strategies simply search
for routing information along the same set of nodes on the path
leading to the Routing Service. On the other hand, both of the
FIB-as-a-cache schemes achieve signi�cantly worse discovery rates
compared to the rest of the strategies. Particularly, the FIB-Cache
strategy fails to discover routing information for Zipf exponent
values  1.1. This is because FIB-cache strategy can only exploit
locally cached forwarding information at each forwarder. A success-
ful discovery requires each and every forwarder along the interest
path to have the forwarding information cached locally (i.e., FIB hit),
which is unlikely for low Zipf exponent values due to limited size of
FIB tables. We set the FIB table size of the FIB-as-a-cache strategies
to the same value as the RIS cache of the proposed strategies for a
fair comparison.

We observe that the FIB-cache strategy can barely achieve 5%
discovery rate for very high Zipf exponent values. In the rest of the
experiments, we omit the FIB-Cache strategy from the results. On
the other hand, the second FIB-as-a-cache scheme, i.e., FIB-Cache
with Fwd Hints, performs signi�cantly better than the �rst one.
This improvement results from forwarders obtaining forwarding
hints in addition to forwarding information from the RIB service
and caching them both in their FIB tables. As a result, a FIB hit
results with forwarding the Interest packet with a hint attached to
it, and the subsequent forwarders simply use the hint to forward
the packet. However, in this strategy, forwarding hints are cached
only by the forwarders who originally obtain the hint along with
the forwarding information from the RIB service, because the hints
are speci�c to the forwarder who requested it as opposed to generic
routing information retrieved in the proposed strategies.

The high discovery rates of the Search Nearby strategies leads
to reduction in average latency in retrieving content as shown in
the middle plot of Fig. 6. In all the experiments, we add a latency
penalty of 5 msecs to retrievals of routing information from the
Routing Service. We use the propagation delays obtained from the
Rocketfuel dataset as the link latencies of the topology, and assigned

Additional	
  latency	
  drops	
  
to	
  5msec	
  for	
  realistic	
  

popularity	
  distributions.
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Figure 6: The impact of the Name Pre�x Popularity in the performance of the routing strategies.

• Latency (in milliseconds): This metric measures the average
round-trip time (RTT) delay in retrieving content per issued
interest. The RTT delay includes the amount of time it takes
for the forwarders to retrieve routing information (for Search
strategies) when there is a RIS miss at the �rst hop forwarder
from the end user.
• Overhead: We use average of the total number of hops that
routing information and interests for routing information travel
in the network per issued interest as the overhead metric. This
metric mainly indicates the bandwidth and packet processing
overhead caused by on-demand retrieval of routing information
by the forwarders.
We present the performance of the three strategies described

in Section 4.2 together with two schemes that use FIB-as-a-cache
based on the work by Detti et al. [9]:
• FIB-Cache: In this strategy, forwarders use their FIB tables as a
cache to store forwarding information on content name pre�xes.
In case of a FIB miss, forwarders retrieve forwarding information
(i.e., name pre�x to output face identi�er) from a centralized RIB
service in an on-demand fashion. Because the forwarding infor-
mation is only signi�cant to a speci�c forwarder, this information
is not cached by other forwarders.
We enhanced this strategy with a “push mechanism” so that
the RIB service can push forwarding information to multiple
forwarders in order to avoid repeated FIB misses for the same
Interest packet at subsequent hops along the packet’s path. With
this mechanism, a FIB miss for an Interest packet typically hap-
pens only once at a forwarder; once this forwarder queries the
RIB service, the service pushes the necessary forwarding infor-
mation on each subsequent hop along the future path of the
packet.
• FIB-Cache with Forwarding Hints: This is an extension of
the FIB-cache strategy, where forwarders retrieve forwarding
hints (i.e., a single locator) from the RIB service together with
forwarding information. Similar to the proposed strategies, the
forwarding hint indicates a location within the AS. However, the
locator provided by the RIB service is speci�c to the querying
forwarder unlike routing information, which contains generic
information usable by all forwarders in the AS. We assume that
only the querying forwarder caches the hint and the forwarding
information locally in this strategy.
In the rest of the section, we investigate the impact of several pa-

rameters and demonstrate the performance of the proposed strate-
gies listed in Section 4.2 and the two FIB-as-a-cache schemes listed
above.

5.3 Impact of Name Pre�x Popularity
In Figure 6, we demonstrate the impact of name pre�x popularity
on the performance of the routing strategies. We observe from the
leftmost plot that the Search Nearby strategies achieve the highest
discovery rate for all the Zipf exponent values. The subscript x in
Search Nearbyx indicates the search range in terms of number of
hops from the forwarder that is searching for the routing informa-
tion. A two-hop search performs around 30% better than the other
strategies for lower Zipf exponent values.

The Forward-to-RS and Search on-path strategies achieve nearly
identical discovery rates, because both strategies simply search
for routing information along the same set of nodes on the path
leading to the Routing Service. On the other hand, both of the
FIB-as-a-cache schemes achieve signi�cantly worse discovery rates
compared to the rest of the strategies. Particularly, the FIB-Cache
strategy fails to discover routing information for Zipf exponent
values  1.1. This is because FIB-cache strategy can only exploit
locally cached forwarding information at each forwarder. A success-
ful discovery requires each and every forwarder along the interest
path to have the forwarding information cached locally (i.e., FIB hit),
which is unlikely for low Zipf exponent values due to limited size of
FIB tables. We set the FIB table size of the FIB-as-a-cache strategies
to the same value as the RIS cache of the proposed strategies for a
fair comparison.

We observe that the FIB-cache strategy can barely achieve 5%
discovery rate for very high Zipf exponent values. In the rest of the
experiments, we omit the FIB-Cache strategy from the results. On
the other hand, the second FIB-as-a-cache scheme, i.e., FIB-Cache
with Fwd Hints, performs signi�cantly better than the �rst one.
This improvement results from forwarders obtaining forwarding
hints in addition to forwarding information from the RIB service
and caching them both in their FIB tables. As a result, a FIB hit
results with forwarding the Interest packet with a hint attached to
it, and the subsequent forwarders simply use the hint to forward
the packet. However, in this strategy, forwarding hints are cached
only by the forwarders who originally obtain the hint along with
the forwarding information from the RIB service, because the hints
are speci�c to the forwarder who requested it as opposed to generic
routing information retrieved in the proposed strategies.

The high discovery rates of the Search Nearby strategies leads
to reduction in average latency in retrieving content as shown in
the middle plot of Fig. 6. In all the experiments, we add a latency
penalty of 5 msecs to retrievals of routing information from the
Routing Service. We use the propagation delays obtained from the
Rocketfuel dataset as the link latencies of the topology, and assigned

Retrieving	
  node-­‐specific	
  
FIB	
  	
  information	
  is	
  much	
  

more	
  costly!
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Figure 7: The impact of the RIS cache size in the performance of the routing strategies.

a zero latency to the access link of the producers and end hosts
attached to each forwarder. As a lower-bound on the achievable
average latency, we use NDN with “best route” forwarding strategy,
which simply picks theminimum latency path from the consumer to
the producer with the link costs set proportional to the propagation
delay of each link. We remind that the CS of the forwarders are
disabled in all the experiments; therefore, the latency results re�ect
the overhead of routing strategies without any confounding factors
such as the CS hit ratios on the results. Disabling content caching
results in constant latency for NDN with increasing Zipf exponent
values.

We observe that all the strategies achieve decreasing latencies
as the Zipf exponent increases. For higher Zipf values, the Search
Nearby strategies achieve near the lower-bound latency of NDN.
Particularly, for Zipf exponents � 1, the di�erence in latency drops
to nearly 10 msecs. As expected, Forward-to-RS strategy achieves
slightly better latency in comparison to Search On-path strategy, be-
cause the former strategy’s search for routing information does not
involve stalling the Interest packet. Instead, the Interest packets are
forwarded towards the “producer” node of the routing information
as described in Section 4.2.

The overhead of the strategies (rightmost plot in Fig. 6) demon-
strate the average number of hops traveled by the routing informa-
tion (Data packet) and the corresponding Interest packets per issued
Interests by end users. We observe that Search Nearby strategy with
scope one achieves similar overhead with the Search On-path and
Forward-to-RS strategies. On the other hand, increasing the radius
of the search scope to two results in considerably higher overhead.
As expected the FIB-Cache strategy performs worst for higher Zipf
exponent values because a FIB misses happen frequently because
a FIB hit only results with relaying the packet to the next-hop
as opposed to getting the packet to its intended location with a
forwarding hint.

In this section, we demonstrated that the ODR schemes can ex-
ploit locality of reference in the name pre�xes of content requested
by the interests to achieve scalable name-based forwarding using
realistic amount of RIS storage at the forwarders. In the next section,
we investigate the impact of RIS storage size on the performance
of the strategies.

5.4 Impact of RIS Size
In Fig. 7, we depict the impact of Routing Information Store (RIS)
capacity on the performance of the examined strategies. The RIS
capacity of each node is expressed as a fraction of the name pre�x
population size, i.e., |P |. As we discussed earlier, we extrapolate the

realistic capacity for RIS as 0.0075 ⇥ |P | according to the FIB size of
state-of-the-art BGP routers. In the following, we assume that each
forwarder has the same RIS capacity and leave more sophisticated
distribution of RIS storage capacity for future investigation.

We observe similar results as before in terms of discovery rates
of strategies with increasing RIS size as shown in the leftmost plot
in Fig. 7. Even with very small RIS sizes that are signi�cantly below
the realistic RIS size of 0.0075, the Search strategies achieve over
50% discovery rate. As expected, small RIS size leads to higher
latency and overhead as shown in the middle and rightmost plots.

The above results demonstrate that the proposed routing strate-
gies can perform name-based forwarding with acceptable overhead
by each forwarder storing a very small portion of the routing in-
formation. The Search Nearby strategy with a scope of one and
Forward-to-RS strategies both achieve high discovery rate with
acceptable overhead. An important overhead of the “Search” strate-
gies, is the processing of the Interest packets waiting at the for-
warders for routing information to arrive. This overhead includes
storage of the Interest packets in case of a RIC miss and scheduling
their departure upon the arrival of routing information and can
be signi�cant. On the other hand, the Forward-to-RS can result
with a stretch in the paths traveled by the Interest packets. One can
alternate between the Search and Forward strategies in order to
maintain the processing overhead of Interest packets, and we leave
the investigation of limiting such processing overheads to future
work.

6 CONCLUSIONS AND FUTUREWORK
The conventional wisdom dictates that in a hop-by-hop routing
system, routers pre-compute and store consistent routes for the
entire set of destination pre�xes. Adaptive and stateful forwarding
mechanisms of NDN relaxes this requirement so that forwarders
can work with partial or even inconsistent forwarding/routing in-
formation without su�ering serious problems such as persistent
loops. In this work, we take this one step further and compute and
store routing/forwarding information in a fully on-demand man-
ner in order to scale the storage of routing/forwarding information.
The on-demand computation makes use of Routing Information Ob-
jects (RIOs), which are generic AS-speci�c instructions on selecting
policy-compliant routes for pre�xes. In this work, we demonstrated
that with a modest amount of storage at each forwarder to cache
routing information, we can perform purely on-demand routing
with reasonable bandwidth and latency overheads. In order to limit
the overheads, we exploit the locality of reference in the destination

Less	
  than	
  30%	
  of	
  
traffic	
  requires	
  
involvement	
  of	
  

Routing	
  Service	
  for	
  
realistic	
  RIS	
  sizes
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Conclusions
• Scale	
  name-­‐based	
  forwarding	
  through	
  caching	
  and	
  information	
  
discovery	
  mechanisms.	
  
• Allow	
  per-­‐prefix,	
  AS-­‐specific	
  “routing	
  instructions”	
  (RIOs)	
  to	
  be	
  treated	
  as	
  data	
  
objects.

• RIOs	
  are	
  maintained	
  by	
  resourceful	
  servers	
  – i.e.,	
  Routing	
  Service.
• Routing	
  is	
  performed	
  on-­‐demand.
• Forwarding	
  Hints	
  are	
  inserted	
  in	
  packets	
  and	
  used	
  within	
  Trust	
  Domains.

• Acceptable	
  performance	
  in	
  comparison	
  to	
  pre-­‐computed	
  FIB	
  approach.
• Routing	
  Stretch.
• Additional	
  Traffic	
  to	
  fetch	
  routing	
  information.

• Secure	
  name	
  resolution	
  within	
  Trust	
  domains.

31


